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VISIBILITY

Gartner Hype Cycle
(3-5 years)

Peak of Inflated Expectations

Plateau of Productivity

Slope of Enlightenment

Trough of Disillusionment

Technology Trigger

https://upload.wikimedia.org/wikipedia/commons/9/94/Gartner Hype Cycle.svg
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ChatGPT

On January 1, 2024, a significant earthquake with a moment magnitude of
76 struck the Noto Peninsula in Ishikawa Prefecture, Japan. This
earthquake was the largest to hit the Ishikawa region since records
began in 1885. The quake's epicenter was located just north of the Noto

Peninsula and had a very shallow depth, intensifying its impact.

The earthquake resulted in severe damage, including the collapse of

buildings, widespread power outages, and the initiation of fires.
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Listening Script Generator for ESL Teachers v editGPT J&B: "Hello, how can | help you today?"

@ You Z: "Hi, | bought this shirt here yesterday, but it's the wrong size."
ZhicEIF,

J&8: "l see. Do you have the receipt with you?"
@) Listening Script Generator for ESL Teachers &: "Yes, here itis."
CHhICBIF I HBEBOIVRZV IRV PR EERT 2R FEVELET, £I. &£

_ ) J&8: "Thank you. Would you like a different size or a refund?"
SADHEED L NV %ZCEFRRAT —ILTHRITWEIFEITMN?

Z:"I'd like to exchange it for a larger size, please."

CORFECEDNT, BREZHZCOOERIOEMZMERL LT, BRIIRFL
(@) Listening Script Generator for ESL Teachers AAZDEE50ME3 LNTTN?

TRUEUTco ALNILDEFESABIFOYR=ZV TR 7Y TR Z2ERLET, R
IZ. EDREYIICETZRFEZHERLEL £S5 ?

@ You

-

X5

@ You

RESATERZY A XADREE>TLX > D TRZRMT %,

; Listening Script Generator for ESL Teachers
FESLWTY, TESHRFBICEDWEREZ D HDOERXOEMTY -
(&) Listening Script Generator for ESL Teachers
AHMUE Uz RETERZ YA XDBRERRZTZEVND MEY I T A2LRNILICE
bEEKEOREEZERLE T, TESNRIYTKTT !

1. Why did the customer visit the store?
A. To buy a new shirt.
B. To return a shirt.

C. To complain about the service.

D. To ask for a discount.
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: Microsoft Edge
T. C o pl I Ot Cross-platform web browser g

- Microsoft Edge is a proprietary, Al-powered
15 1= N >
5 & T"’ D H 2 E’g &AL 7> A 9 - I\ cross-platform web browser created by
Bing % b £ Microsoft. Released in 2015 as part of Windows 10 and Xbox One, it was

initially built with Microsoft's own proprietar...

https://copilot.microsoft.com/
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BART2024FE1B1BICEBC 2 EHEBICDVWTTSOHYTRARNTHAITLKETL,

W/ B&AET2024F1HA1BCBC R ERRELTVET
v/ BEZEEZERLTVET..

cAlCBRF, ChE@EFBINgTY, @

2024F1A1BICAATR D EER., FTHcFREXBHELEFRENDM7.60D K
WETLL, AIIREZRSZEREL, RREETNEAEhEL L, BRERE
HKikEh, BEBTREKI2MULOREENfrBRENELL, COMERK, 20205F
NRAPSHELVTVLEEREERRRMBEORTREAREOENT, RAOMETERVL

EZZSNTVET, COMEICEKY), 233ANTETL., 1,282A0EELEL 1[N
[1]o

COMBEICETAIFLWERE. CE550TV1FRTFATORER, CE50HFK
R[REMEOR—2J2lEBL LTV, Ty 25501, 2024F1 A1 B OO ER
HBEHNET, COMBEORRMBETILICOVTR, C550ELEROR—
SEZRBLTLSEZL,

COMEICL)FMEET AL, ODHASBREVELLETET, A

Bf{NME8 v 1 W jawikipedia.org 2 W ja.wikipedia.org 3 bing.com
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Claude 2
EzE 59% 55% 62% 53%
REBIV—-T127 51% 6% 87% 79%
BF1A 52% 6% 35% 14%
®¥2B 58% 20% 46% 25%
o) 61% 57% 88% 63%
=k 8- 56% 50% 68% 62%
EEIER 66% 52% 88% 61%
SHETHE 60% 43% 66% 51%

[202458K] RBFAFEBARERAICROIETHE (ChatGPT vs Bard vs Claude2)

& LifePrompt
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* Bing¥BardIZERI TFE X %,

* BingldF#nllBRHVR WLV Fo 8D,
SEICfHEDLE S & DB
(ChatGPT &Bardld18m L )

Copilot (GTUL UL\Bing)
BardH B hVighME 2 %

£RRRAL | NFEE | aRE | KFE
ChatGPT X A
# L\ Bing | A A
Bard X X

https://oct-kun.net/wp/post-1903/
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« MOERYA VK] OfEE, Passive <--> Active
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Accuracy (%)

Zero-shot One-shot Few-shot
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s 175B Params

Natural Language
Prompt

TAY TN EEhdANEDINT A=YV AN LK B,

SEMBHBRAIN DR VB AR ICEER,

13B Params

1.3B Params

Number of Examples in Context (K)

Brown, T. B., Mann, B., Ryder, N., Subbiah, M., Kaplan, J., Dhariwal, P., Neelakantan, A., Shyam,
P., Sastry, G., Askell, A., Agarwal, S., Herbert-Voss, A., Krueger, G., Henighan, T., Child, R.,
Ramesh, A., Ziegler, D. M., Wu, J., Winter, C., ... Amodei, D. (2020). Language models are few-
shot learners. https://doi.org/10.48550/ARXIV.2005.14165
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Me-Mo

= mizumot = Sign out

Create Tags My Tags My Memos Tags all

Tag list Phrase list

langtest.jp/me-mo

| am writing an academic paper. Please translate the following
sentences written in Japanese into natural English. [source]

Cransiation ] wrting papers

m Is there any unnatural wording in the following sentences?
corrective feedback [source]

Proofread this, improving clarity and flow: [source]

Search

- Boao7Ory7N=RE
- O ANEHE
- A4 UL THERTRE

m m
Proofread this, significantly improving clarity and flow:
[source]

writing papers
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How many words are there in the following paragraph?

Research suggests new foreign language (FL) words are learned more easily if their
phonology follows the phonotactic rules of the native language. Very little is known,
however, about the impact of orthography on FL learning. This study investigated the
cognitive mechanisms supporting the learning of words with familiar and unfamiliar
orthographies. Participants took part in learning and meaning recall tasks, as well as a
series of cognitive tasks (short-term and working memory tasks and tasks assessing their
phonological and acoustic abilities). Orthographic and phonological familiarity judgments
were collected using another sample of participants. Using a mixed-effects model, the
results showed that orthographic familiarity impacted FL word learning even after
controlling for phonological familiarity. However, there were no interactions with cognitive
abilities.

ChatGPTIIZBEH D T Y MHIEFEIC TE R,
VERRIZX12158

There are 100 words in the given paragraph.
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Calculate the number of cases, means, standard deviations for
each group. Let's think step by step.

groupA =[50, 56, 79, 99, 56, 66, 67, 81, 55, 44, 45, 43,77, 12, 60,
37, 39, 56, 66, 85, 55]

groupB =[22,100, 45, 66, 77, 88, 76, 79, 44, 55, 65, 76, 66, 44, 32,
55, 56, 57, 77, 65, 40, 41, 49, 60]

Group A: Group B:
1. Number of cases: 21 1. Number of cases: 24
2. Mean: 59. 2. Mean: 573

3. Stand
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Make a list of metaphors in the following paragraph. Please explain what they mean in the

same list. Provide the list in a table format.
DAY T 7—%1EU To

Once upon a time, in a quaint little village tucked away in the heart of the verdant
countryside, there lived a wise old man whose wisdom was as vast as the ocean. The
villagers, young and old, would often seek his counsel in times of confusion or strife. Like a
lighthouse guiding lost ships through the foggy night, the old man's wisdom provided the
villagers with a beacon of hope in their darkest moments. His words seemed to have the
magical ability to untangle even the most intricate knots of the human heart. As the seasons
changed and the leaves danced their way to the ground, the villagers continued to turn to
the wise old man for guidance. His wisdom, a never-ending wellspring, continued to nourish
the souls of the village, fostering a sense of unity and compassion that would resonate for
generations to come.




Metaphor

1. Wisdom as vast as

the ocean

2. Lighthouse guiding
lost ships

3. Beacon of hope

4. Magical ability to

untangle knots

5. Leaves danced
their way to the

ground

Explanation

This metaphor compares the old man's wisdom to the vastness of the ocean,

suggesting his wisdom is immense and seemingly endless.

This metaphor likens the old man's guidance to a lighthouse, which helps lost
ships find their way. It implies that he provides direction and clarity for the

villagers in their times of need.

This metaphor portrays the old man's wisdom as a source of hope that shines

through the villagers' darkest moments, offering comfort and encouragement.

This metaphor compares the old man's ability to solve problems to a magical
power that can untangle complicated emotional issues, indicating that his

wisdom is both rare and powerful.

This metaphor describes the leaves falling from trees as if they were dancing,

adding a sense of beauty and grace to the changing seasons.
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Mizumoto, A., & Eguchi, M. (2023)
Research Methods in Applied Linguistics,
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« [ELTS TASK 2 Writing band descriptors (public version)

https://takeielts.britishcouncil.org/sites/default/files/ielts task 2 writing band descriptors.pdf

- 7OV 7k

| would like you to mark an essay written by English as a
foreign language (EFL) learners. Each essay is assigned a
rating of O to 9, with 9 beln% the highest and O the lowest.
You don't have to give me the reason why you assign that

specific score. Just report a score only. The essay Is

scored based on the following rubric:
(EEBDIN—T Yy I ZXFTRY, )

ESSAY: (1210020 T v t14 %129 DEN)
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The score obtained in the second AES using GPT

Score
2 3 4 5 6 7 8
0 0 0 0 0 0 0
> 0 0 0 0 0 0
3
2
g 1 g 4 2 0 0 0
N
% 0 3 10 6 0 0
3=
£ 0 3 10 63 13 0
=
B
£ 0 0 3 60 P46 123 13
S
2 0 0 0 7 141 P35 57
Q
&
= 0 0 0 0 5 55
0 0 0 0 0 0 0




Pseudo-RA2 and their Cls

baseline (GPT only): Mdn = 0.308

GPT + Lexical features: Mdn = 0.495 -

GPT + Syntactic complexity: Mdn = 0.353 4

GPT + Syntactic dependency and VAC: Mdn = 0.4523 4

Model

GPT + Cohesion features: Mdn = 0.411 4

GPT + All Linguistic features: Mdn = 0.614 4

Linguistic features only: Mdn = 0.536 4

_A_

y -
- -

é
y.
2
V'S

0.25 0.50 0.75
McKelvey and Zavoina's (1975) Pseudo-R”2
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ChatGPTIc K257/ 7—>3Y

ChatGPTIC & %7/ 7T—> 3 viE. Amazon Mechanical Turk (MTurk) LDV 57U K -
T—hH— (N) LDBBELNEL, BHET —FED7/ T—2av0—HELEL,

Accuracy Intercoder Agreement
|
Relevance (2 classes) I |
] I
— |
Frames | (3 classes) |
I I —
Trained annotators
— |
Stance (3 classes) | MTurk
- 1 I — ChatGPT (temp 1)
| . ChatGPT (temp 0.2)
Topics (6 classes) | I
1 -1
|
Frames Il (14 classes) |
] I
0% 25% 50% 75% 100% 0% 25% 50% 75% 100%

Gilardi, F., Alizadeh, M., & Kubli, M. (2023). ChatGPT outperforms crowd-workers for
text-annotation tasks (arXiv:2303.15056). arXiv. http://arxiv.org/abs/2303.15056
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ChatGPT%={E> Z &lc &> T. Social Media OEIBICAS TWB/I\Y 157,
BNFREZHMET DI ENTE %,

(T1) T wish I have the energy to clean my house like

you. @& just purchased a home.®®'S Watching how much
(T2) wait a wait...did she use the same towel from the & .

plates to wash the sink and table top ..... e oA I understand great job love
(T3) Super video you did a great job i i

, Love this video ¥ Thank you %
have a great day. Nice plants

. _ it all again & I know I
(T4) Wwhite sure does fit the way the house is structured so

pure and divine..b the good work m
(T5) Recently found your channel and I am loving it! Keep
up the good work! please. Thanks sure ¥ .0 This will definetly

(T6) Handwash ¥

one by one & Thank you um
(T7) Hi there!!! [Name] sent me. Great channelv"'b

(T8) I followall of your channels and IG pages

Zappavigna, M. (2023). Hack your corpus analysis: How Al can assist corpus linguists
deal with messy social media data. Applied Corpus Linguistics, 3(3), 100067.
https://doi.org/10.1016/].acorp.2023.100067
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She gave a tentative smile, unsure of the reaction. Rank Word Frequency
1 the 32
After much consideration, they made a tentative plan to meet next week. 2 and 23
3 | 20
The peace talks have reached a tentative agreement, but nothing is set in stone , .
to
yet. 5 of 17
The research results are still tentative and require further verification. 6 a 16
7 was 15
His first steps on the ice were quite tentative , as he was afraid of slipping. 8 - 12
The company made a tentative offer, which was later accepted. 8 " 2
10 my 11
She felt a bit tentative about joining the group, given her past

experiences.

TIhiEFTEE A,

As he approached the unfamiliar animal, tentative and cautious.
he was
The committee has put forth a tentative schedule for next month's activities.

Lin, P. (2023). ChatGPT: Friend or foe (to corpus linguists)? Applied
Corpus Linguistics, 3(3), 100065.
httbs //doiora/10 1016/i acorn 20223 100065
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https://www.elsevier.com/about/policies/publishing-ethics

Duties of the Publisher Duties of Editors Duties of Reviewers Duties of Authors

Where authors use generative Al and Al-assisted technologies in the writing process, these
technologies should only be used to improve readability and language of the work. Applying the
technology should be done with human oversight and control and authors should carefully review
and edit the result, because Al can generate authoritative-sounding output that can be incorrect,
incomplete or biased. The authors are ultimately responsible and accountable for the contents of
the work.

Authors should disclose in their manuscript the use of Al and Al-assisted technologies and a
statement will appear in the published work. Declaring the use of these technologies supports
transparency and trust between authors, readers, reviewers, editors and contributors and facilitates

compliance with the terms of use of the relevant tool or technology.
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